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Episodes of very high levels of air pollution
have been associated with excess mortality
in anecdotal reports for centuries (1). In
this century, winter smog episodes have led
to increased mortality in severe episodes in
1930 in the Meuse Valley, Belgium, in
1948 in Donora, Pennsylvania, and in
London in 1952. For most of those epi-
sodes, no continuous measurements of air
pollution were available. Early episode
analyses pointed to SO2 and the resultant
acid aerosols as the responsible agents
(2-7). In the 1950s and 1960s, when air
pollution was still considerably higher in
western countries than it is currently, SO2
and particulates were highly correlated

(2-5,8). Larsen (2) pooled various episode
data and concluded that there is a stronger
influence of particulates plus a kind of syn-
ergism between SO2 and particulates. Later
studies have not confirmed this suggestion
of synergism (9).

Historically, smog episodes provided
the first incentive to look closely at the
short-term relationship between air pollu-
tion and mortality. It was not necessary to
specify the pollution concentrations to
demonstrate an association, but only nec-
essary to show the temporal correlation of
a mortality increase with the pollution
episode. On the other hand, this analytic
approach requires that episodes are isolated
with a recovery time with relatively low
pollution between episodes so that the
baseline mortality rate can be determined.

Subsequent analyses have attempted to
quantify associations over a broader range
of exposure and to differentiate the influ-
ence of specific pollutants by analyzing
long time series of mortality and pollution
observations. Such time-series analyses
have reported associations of daily mortali-
ty with SO2 [e.g., in Hannover, Germany
(10Q or in Athens (11)]. Most later analyses
of longer time series indicate that the effect
may be caused by suspended particulates
(measured as British smoke, COHs, smoke
shade, total suspended particulates, PM1O,
etc.), while SO2 acts mostly as an indicator
of increased air pollution (4,5,8,9,12-14).
These studies have found no or greatly
reduced relationships with SO2 when mea-
sures of particulates were incorporated in
the time-series model. Results suggest that
SO2 acts as an indicator for general air pol-
lution, though it is probably not the best
indicator.

Early studies also suggested threshholds
for observable increases in mortality be-
tween 150 pg/m3 and 750 pg/m3. These
threshholds have not been observed in
recent studies (9,15). In West Germany,
increased mortality was observed in con-
nection with episodes in the Ruhr area
(part of North-Rhine Westfalia, Germany)
in 1962 and 1985 (16-20). During epi-
sodes in the Ruhr area in 1979 (21) and in

1981-82 in Berlin (22), no relationship
with mortality was found. In East Ger-
many (23), across three episodes in the
1980s in Leipzig, an increase was observed
as well. Although these analyses came to
different conclusions about the order of
magnitude of the effect, practically none
found more than about 20-30% excess
deaths in the given range of pollutants.
Lower levels of pollution usually resulted
in increases of about 5-10% or less.

The health endpoint in these studies,
total mortality (sometimes minus acciden-
tal deaths), has the advantage of being reli-
able, retrospectively available, and usually
complete, but it may reflect only the "tip
of the iceberg" with regard to health
effects. In studies where morbidity data
(e.g. emergency room visits or diary data)
were also available, there was good agree-
ment among the various measures with
respect to the effects of air pollution
(3,4,18,19,24,25). This paper presents the
results of analyses of total daily mortality
and air pollution data collected in Erfurt,
Thuringen, in the former German Dem-
ocratic Republic during the 1 980s.

Materials and Methods
Study Area
Erfurt is one of the most polluted cities in
eastern Germany. It is located on the
northern slope of the Thiiringer Wald, a
mountainous area up to 1000 m above sea
level about 60 km south of Erfurt. Erfurt
lies at approximately 200 m above sea level
and is surrounded by ridges approximately
100 m higher in all directions except north
where the terrain is flat. There are frequent
inversions and trapping of air pollutants in
this bowl.

About 30-40% of the homes in Erfurt
are newer appartment buildings on the out-
skirts of town which are heated by central
heating plants situated to the north just out-
side the city, although one is in the city cen-
ter. After the oil shortage early in the 1980s,
all central and domestic heating was switched
from oil or gas to brown coal, low-quality
coal, briquettes, or, in a limited amount,
coke. These solid fossil fuels have a high sul-
fur content and emit large amounts of partic-
ulates. More recently, increased use of sulfur-
reduced coal and the mild winters from 1986
onwards led to a decrease in air pollution.
Political changes, which led to the shutdown
of industries, resulted in substantially lower
air pollution concentrations in 1989.
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Mortaity and Morbidity Data
Erfurt has a total population of about
217,000 with little change over recent
years, with the possible exception of 1989.
Total daily deaths for 1980-1989 were
obtained from the local health authorities
by counting death certificates. This in-
cludes accidental deaths and deaths of resi-
dents occurring outside of Erfurt. Age- and
cause-specific data were not available for all
years, and the number of deaths per day in
Erfurt was too small to permit further
splitting (Table 1).

Data were obtained regarding influenza
epidemics during the study period. In
1985, 1986, and 1988, major epidemics
were identified by the authorities. Weekly
reports of influenza cases (morbidity) for
the region ranged from approximately
10,000 to 33,000 cases per week [see also
Hopken and Willers (26)].

Air Pollution and Weather Data
We measured daily SO2 concentrations in
Erfurt at a station situated in the middle of
the town by continuous coulometric titra-
tion of low-volume samples. Daily means
for the period from 7 AM to 7 AM the next
day and daily half-hour maximum concen-
trations were recorded. Data were available
for 92% of the study days. A drawback of
these data is the location of the measuring
station inside a closed courtyard of five-
story buildings at about the fourth-floor
level. However, comparisons with data
from Weimar, located about 25 km east of
Erfurt with similar emissions and a compa-
rable geographic and climatic situation, for

3 of the study years showed remarkable
correlation in the daily averages (r = 0.87)
at an almost identical SO2 level.

For the last 2 years of the study period,
1988 and 1989, particulate concentrations
measured by a simplified low-volume (10
m3/hr) gravimetric method at the same site
were also available. The opening is about
0.5 m from the wall of the building. The
method does not differentiate by particle
size, and there was no inlet cutoff. Filters
were cut by hand; weighing was also done
by hand. We took 24-hr mean samples
Monday-Thursday from 8 AM to 8 AM the
next day. Measurements are similar to, but
do not fully fit, the well-defined term total
suspended particulates (TSP), so results are
best described by the generic term sus-
pended particulates (SP). Seventy-nine per-
cent of the possible data was available.

Daily temperature and relative humidi-
ty were available between 1985 and 1989
and precipitation between 1985 and 1987.
During the periods where meteorologic
data could be obtained, it was quite com-
plete (Table 1).

Statistical Methods
Mortality is a rare event which can be
modeled by Poisson regression. This
Poisson assumption is especially important
for small numbers of daily deaths, as in
Erfurt. Small daily numbers of deaths do
allow one to obtain consistent regression
results, especially with a large number of
observations as provided by 10 years of
data. The chance of not being able to sta-
tistically prove a result that is of visible size

is relatively larger than for large numbers,
as is the chance of getting randomly signif-
icant results. Both are typical for a study of
this size, whose results have to be verified
by more data. However, the amount of
data allows a certain extent of internal veri-
fication.

The model has the form

log{E [mort(t)]} = X(t) g + e

where E[mort(t)] is the expected mortality
at time t, X(t) is a daily vector of influ-
ences, l3 is the vector of parameter esti-
mates, and the error (e) is Poisson distrib-
uted. The exponentials of f3 can be inter-
preted as risk ratios (RR); (RR - 1)100
corresponds to the percent change in risk.

Mortality data are usually slightly
overdispersed (that is, variance > expecta-
tion) and somewhat positively autocorre-
lated. In ecological models, a source of
overdispersion can be that the population
under study consists of different sets of
subpopulations, homogenous within but
with extra variation between the popula-
tions. In this type of time series, the unit of
observation is the day, and variation
between days or groups of days caused by
varying external circumstances introduces
overdispersion. So if we could fit an opti-
mal model, which explains all the differ-
ences between the study days, all that
would be left in the residuals would be
random variation of the expected size and
no overdispersion (overdispersion factor =
1). The degree to which overdispersion is
reduced is thus a criterion of model fit.

Table 1. Distribution of daily data on mortality, meteorology and air pollution in Erfurt, 1980-89

Available % Missing
1980-89 8

5
11

1980-89

Minimum
10
11
10

5% 25%
27 79
103 202
20 45

50%
197
364
81

75%
406
620
178

6 10 60 170 420 890
3 50 200 440 800 1350
8 10 40 100 180 390

Suspended particulates,
daily mean (pg/mi3)

Temperature,
daily mean (MC)

% Relative humidity

Precipitation (mm)

Total mortality
(deaths/day)

All
Winter
Summer

All
Winter
Summer

All
Winter
Summer

All
Winter
Summer

All
Winter
Summer

1988-89 21 10 30 60 106 170 390 650
Mon-Thu 23 21 37 67 120 201 484 650

18 10 20 60 98 140 270 600

1985-89

1985-89

1985-87

1980-89

0

0

0

0

0

0

0
0
0

-19 -6 3 9 15 20 29
-19 -10 - 1 4 7 12 22
-3 6 12 15 18 22 29

32 57 69 77 84 94 100
45 66 76 82 88 96 100
32 53 64 71 78 87 100

0 0 0 0 1 8 42
0 0 0 0 1 5 42
0 0 0 0 2 10 36

0 3 5 6 8 11 20
0 3 5 7 9 12 20
0 2 4 6 8 10 16

MWinter; October through March; summer; April through September.
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SO, daily mean
(;g/m )

S02, daily max(pg/im )

Perioda
All
Winter
Summer

All
Winter
Summer

95%
952
1206
376

Maximum
3569
3569
899

2200 4960
2700 4960
840 2660
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Autocorrelation in a mortality time series
is not necessarily a feature of daily deaths
themselves. Positive autocorrelation implies
that observations that are doser together are
more similar than more distant ones. But the
number of deaths on a given day is not
directly influenced by the number of deaths
on previous days; rather, successive days are
correlated by autocorrelated, underlying
influences on the risk of mortality. Thus,
appropriate modeling of underlying risks
should reduce autocorrelation in the daily
mortality residuals.

Autocorrelation can also be introduced
by "harvesting" vulnerable individuals. A
high number of deaths on one day may leave
a smaller number of vulnerable individuals
at risk of dying on succeeding days. This
harvesting effect might introduce a certain
amount of negative autocorrelation, which
can also be modeled after correcting for
other influences.

A two-stage analysis was undertaken. In
the first stage, Poisson regression was per-
formed to obtain an optimal model. In the
second stage, additional terms were added to
adjust for autocorrelated errors. The goal of
this stage was not to fit an autocorrelation
model for forecasting but rather to check
whether adjustment for autocorrelation
changes parameter estimates of interest and
their variance estimates (efficiency). A negli-
gible difference between the results with and
without adjustment for autocorrelation
would indicate a good fit. If the results dif-
fered noticeably, the results correcting for
remaining autocorrelation would be re-
ported. Fitting lagged residuals (AR-model
for the error) acts as an instrumental variable
for an autocorrelated influence which may
be unknown or on which there may be no
information available. The estimates then
will become more efficient (9,27,28).

The complete model for daily counts of
mortality consists of the following elements:
1) long-term changes such as trend, season,
and slightly shorter long-term fluctuations, 2)
impact of influenza epidemics (1-2 months'
duration), 3) short-term effects of meteorolo-
gy, and 4) short-term effects of air pollution
measured by SO2, particulates, or both. The
model was built in a stepwise fashion, obtain-
ing an optimal model for each of the above
elements before fitting the next. In each case it
was necessary to determine the functional
form for each covariate and possible lagged
relationships.

For those years when meteorologic mea-
surements were not available, we used an
indicator for missing values in place of the
measured value ("availability interaction").
This means that meteorology is only fitted
in the years where data are available, while
the parameters for trend, season, influenza,
and air pollution (see below) can still be
based on the whole period. This makes cor-

rection for those terms and parameter esti-
mation more reliable than splitting the data
would allow, which is an important issue for
data with such a low signal-noise ratio.

The internal verification of results is
obtained by a sensitivity analysis that includes
variations of confounder control and pollu-
tant parameter interactions with subsets of
the data as months (of the year) and years.
This allows the regression slopes of a pollu-
tant to vary between months or years. Sys-
tematic deviations from the overall parameter
estimate can thus be detected.

To disentangle the pollutant effects, the
results of a two-pollutant model are com-
pared to the single-pollutant models. In-
teraction between pollutants is also checked.
Harvesting is present if the parameter of an
interaction term, (last k days mortality) x
(pollutant), is negative. This means the pol-
lutant effect is less visible if there have been
more deaths than usual in the last k days and
vice versa. The value of k is determined by
model fit.

The results are corrected for all long- and
medium-term relationships and are intended
to describe only the short-term relationship
between air pollution and death. Short-term
means imminent deaths occur a few days
earlier under unfavorable conditions than
they would have otherwise. This relationship
does not depend on the general level of air
pollution, though the shape of the relation-
ship may change with the level. A linear rela-
tionship means that an increase in risk
occurs with every fixed increase in air pollu-
tion. A logarithmic relationship means it
occurs with every fixed factor or ratio, e.g.,
any doubling of air pollution. The logarithm
linearizes those ratios, i.e., log(dy) is just as
far away from log(J) as log(y/x).

Results
Descriptive Analysis
Table 1 shows the distribution of the avail-
able data. Temperature was mild in sum-
mer (5% above 20°C) and low in winter

(25% below 0WC). Humidity and precipi-
tation were relatively high; winters were
more humid, but the days with extreme
precipitation were primarily in summer.
Daily mortality rates were low: median 6
deaths per day and high variability (range
0-20 deaths/day).

Year-specific median values (Table 2)
suggest a slight decrease in mortality over
the years, probably due to a slight decrease
in population. The SO2 level in the 10
study years decreased from a winter medi-
an of 604 jig/m3 in 1980 to 208 pg/m3 in
1989. Suspended particulates are only
available for 1988 and 1989 with winter
medians of 140 and 107 Pg/m3.

Time-Series Analysis
Before starting the analysis, the mortality
series was inspected for features that might
be important for a time-series analysis. The
overdispersion ratio of variance to mean
was only 1.1. A periodogram (of log-mor-
tality) showed only one clear peak for fre-
quency 1/365 days; that is, a 1-year cycle.
The correlogram, partial and inverse corre-
lation plots, showed no hints of an autore-
gressive (AR) or moving average (MA) seri-
ally correlated structure. Autocorrelation at
lag one was remarkably low at r = 0.07.
There was no evidence of a day-of-week
pattern, which is sometimes found in mor-
tality data. The annual cycle was present
but was barely visible to the eye in a time-
series plot (see also Fig. 1) because of the
large day-to-day variation. Thus, the series
under study presented no difficult proper-
ties except for small values and thus a large
amount of noise.

Sulfur dioxide has a very distinct sea-
sonal pattern with a relatively sharp rise in
values with the beginning of the heating
season (Fig. 1). The SO2 series was highly
autocorrelated; r = 0.85 for the daily means
and r = 0.77 for daily maxima (1-day lag).
The limited particulate data showed some-
what less autocorrelation (r = 0.60). The

Table 2. Mortality and air pollution over the study years

Median Daily SO2 (Pg/Mr3)
mortality % Missing Median Winter mediana Maximum

1980 7 5 346 604 2673
1981 7 12 190 394 2425
1982 6 7 277 352 3569
1983 6 11 128 316 2553
1984 6 4 197 445 2352
1985 7 7 177 459 2947
1986 6 6 180 355 1973
1987 6 1 182 376 1949
1988 6 9 178 275 1576
1989 6 15 145 208 1002

Daily suspended
particulates (pg/M3)

1988 6 25 120 40 650
1989 6 16 98 107 618

8Winter: October through March.
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Figure 1. Daily data for 2 out of 10 years; 1985 and 1986 chosen as examples. The top time series shows
the observed daily mortality; the fitted line shows the long-term fluctuations, the impact of two influenza
epidemics (February 1985, February-March 1986) and small peaks and dips due to weather. There is
large, unexplained variation left in the raw residuals, but no obvious structure.

same day correlation of particulates with
daily mean SO2 was not very strong (r =
0.55), but the relationship appeared to be
linear.

Regression Analysis
The daily mortality was first fitted to
Fourier terms (sines and cosines) of time
with periods of one, one-half, one-quarter,
and one-fifth year (-2.5 months). There
was no evidence for cycles shorter than a
year in these data, including day-of-week
effects. Inclusion of shorter than annual
wavelength terms permits the estimated
shape of the annual cycle to have a more
complicated pattern than a pure sine wave.
There was a slight linear downward trend
over the entire period (0.15% per year).

In the next step, the influence ofknown
influenza epidemics in 1985, 1986, and
1988 was modeled. Weekly reports of
number of influenza cases (morbidity) were
included in the model with various lags.

The best fit was observed between daily
mortality and weekly influenza reports 8
days before. In addition, mortality during
the 1985 epidemic was 18% higher than
expected based on the 1986 or 1988 epi-
demics. Thus an additional indicator was
included for the 1985 epidemic. There was
an estimated 21% increase in daily mortali-
ty associated with the peak week in 1986 or
1988, and a 46% increase in 1985.

In the third step, the influence of mete-
orologic variables plus an indicator for years
of missing data was included. Linear and
nonlinear functions (including various
threshold values) and lagged relationships
were evaluated for temperature and hu-
midity. A model with indicators for very
cold days (mean temperature less than -
5°C, daily mortality increased by 8%) and
hot days (greater than 19°C, mortality
increased by 12%) fit the data well after
adjusting for long-term cycles and influenza
epidemics as described above. Daily precip-

Table 3. Regression results for confounding and additional influences
Influence on 95% quantile
mortality" Parameter & p vs 5% quantilec RRd
Trend (per day) -4.1 x 10-6 0.81 10 study years 0.99
Season January vs July 1.13

Influenza casese(t-8) 6.7 x 10-6 0.00 Worst week '86,88 1.21
Worst week '85 1.46

Temperature 0.0766 0.06 >19°C vs < 19°C 1.08
0.1159 0.00 <-5°C vs > -5°C 1.12

Precipitation 0.0088 0.01 9 vs 0 mm 1.08

aSame day except for influenza, where mortality follows morbidity by an average of 8 days.
bp value for test regression parameter = 0; thus implicitly p value for test RR = 1.
CFor continuous influences, the RR denotes the ratio of mortality during high exposure (95% quantile) ver-
sus low exposure (5% quantile). The respective values are given. Where quantiles are not appropriate,
RR refers to the range given. For influences of yes/no type RR denotes the ratio of mortality during "yes"
compared to 'no."
dRR denotes the ratio of mortality expected by a change in the influence as indicated.
eCase counts refer to Erfurt area. In 1985 lethality per case was increased as compared to 1986/88 by a
(significant) factor of 1.18.

itation was also associated with daily mor-
tality (+ 8% per 9 mm precipitation per
day; 95% quantile; Table 3). Slight discrep-
ancies between quantiles here and in Table
1 result from using only days with com-
plete data as used in the regression analysis
for expressing results.

Relative humidity was not associated
with mortality after adjusting for all the
above variables. There was no indication of
associations with these meteorologic vari-
ables on prior days, nor any indication of
interactions between them. Figure 1 illus-
trates the observed daily mortality, the pre-
dicted mortality from the above model, and
the residuals for comparison with the S02
series. As showing the full 10-year period is
technically difficult and makes effects less
visible, 1985 and 1986 were chosen as
examples because they demonstrate all
important features (temperature effect, two
influenza epidemics of different lethality
and a smog episode).

Inspection of the functional form and
lag structure of SO2 showed 4 days in
January 1982 with daily mean S02 greater
than 3000 pg/mi3 to be very influential.
Including an indicator for S02 2 3000
pg/m3 on the same day increased the fit con-
siderably, no matter how the rest of the days
were fitted. Various measures of SO2 expo-
sure including daily mean or maximum, log-
arithmic, or linear scaling and lags from 0 to
3 days were checked. A precheck with
splines had indicated the association would
not be steeper than linear.

The best fit was obtained with loga-
rithm of mean daily SO2 lagged by 2 days,
although this model is only slightly better
than a 1-day lag (Table 4). This lag may
partly be due to the S02 data being collect-
ed starting at 7 AM as compared to the mid-
night-midnight definition of mortality.
This observed lag cannot be explained with
the data and type of analysis used here. The
parameter is 0.0268 with p = 0.01 (highly
significant). This means an RR of 1.10 for
the comparison of the 95% quantile versus
5% quantile (929 pg/mi3 versus 23 pg/mi3
SO2; Fig. 2, Table 4). This may not be lin-
early extrapolated. 3

For days with SO2 2 3000 pg/m , we
predict 73% more deaths than expected
under the logarithmic model, nearly 100%
more than on days with verT low pollution
(5% quantile = 23 pmg/m SO2; Fig. 2).
Leaving out days with SO2 2 3000 pg/mi3
or treating them the same as the other days
slightly increases the parameter size for
log(SO2)(t-2), so including an indicator for
those days is rather more conservative.

An earlier analysis of only 3 years
(1985-87) by month of year had suggested
stronger effects in October (beginning of
annual polluted season). Refitting interac-
tions between months and SO2 gave slight-
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S02-year interactions, as the general pol-
lution level changes noticeably over the
study years. Especially in 1989 we might
expect a change in relationship because of a

change in circumstances. This is not the
case; generally results are quite consistent.
The difference between the year with the
strongest effect (1987) and the weakest
(1988) is just close to being significant (p =

0.06; Table 3). There is no systematic
change of the relationship over the years.

In 1982 the same as for the full study peri-
od is true for the treatment of days with
S°2 .3000 pg/mi.

The complete analysis including air
pollution was repeated without any meteo-

Table 4. Regression results for pollution variables after adjustment for trend, season, influenza epi-
demics, and meteorology

Influence on
mortality"
SO daily mean(t-2)
log S02 daily max)(t-2)
log(SO2 daily mean)(t
log(S02 daily mean)(t-1)
log(S02 daily mean)(t-2)
log(S02 daily mean)(t-3)

S02 daily mean(t)

log(S02 daily meanXt-2)
Jan
Feb
Mar
Apr
May
Jun
Jul
Aug
Sep
Oct
Nov
Dec

1980
1981
1982
1983
1984
1985
1986
1987
1988
1989

1968-69 only
log(S02 daily mean)(t-2)

Total suspended particulates
daily mean (Mon-Thurs)
Particulates daily mean(t)
log(particulates daily mean)(t

Two-pollutant model 1988-89
log(S02 daily mean)(t-2)
log(particulates

daily mean)(t

Parameter
0.0001
0.0224
0.0106
0.0209
0.0268
0.0215

0.5491

0.0240
0.0345
0.0411
0.0370
0.0294
0.0110
0.0216
0.0061
0.0238
0.0349
0.0272
0.0214

0.0180
0.0227
0.0275
0.0332
0.0312
0.0356
0.0320
0.0471
0.0081
0.0176

0.0112

0.0004

0.0631

0.0049

0.0543

pb
0.04
0.03
0.33
0.06
0.01
0.05

0.00

0.10
0.03
0.01
0.03
0.10
0.56
0.26
0.75
0.17
0.03
0.08
0.13

0.28
0.14
0.04
0.03
0.07
0.03
0.04
0.00
0.65
0.34

0.53

0.04

0.03

0.79

0.09

95% quantile
vs 5% quantilec(pg/m3)
929 vs 23
2070 vs 50
929 vs 23
929 vs 23
929 vs 23
929 vs 23

2 3000 vs < 3000

1775 vs 105
1346 vs 86
978 vs 99
584 vs 78
394 vs 29
284 vs 15
206 vs 14
212 vs 15
310 vs 22
576 vs 45
957 vs 81
1490 vs 98

1222 vs 65
1206 vs 50
1150 vs 93
939 vs 27
894 vs 39
1075 vs 34
831 vs 25
990 vs 21
674 vs 17
680 vs 19

678 vs 17

331 vs 15

331 vs 15

678 vs 17

331 vs 15

"Same day and lags of up to 3.
bp value for test regression parameter = 0; thus implicitly p value for test RR = 1.
CFor continuous influences, the RR denotes the ratio of mortality during high exposure (95% quantile) ver-
sus low exposure (5% quantile). The respective values are given. For influences of yes/no type RR
denotes the ratio of mortality during "yes' compared to "no."
dRR denotes the ratio of mortality expected by a change in the influence as indicated.

rologic information to check whether this
was a major confounder. After fitting long-
term fluctuations the short-term effects of
meteorology explain some more variation
in the data, but they have no considerable
confounding effect with regard to air pol-
lution and do not change the pollution
parameter estimates noticeably. This may
be due to meteorology being only available
for part of the study years. On the other
hand, no systematic differences between
meteorology-corrected years and uncor-

rected years show up in the SO2 parame-

ters by year (Table 4).
As earlier studies suggested (10,29), a

harvesting effect caused by previous effects
on mortality can modify the effect of the
influence under study. Including previous
mortality as a confounding factor makes
little sense, as this would have a similar
effect to a moving average of mortality
competing with the already included
Fourier filter and trend terms. So interac-
tion (effect modification) terms of pollu-
tion with the mean number of deaths in
the previous 2-21 days are checked. The
marginally best fit is obtained for an inter-
action with the last 15 days' mean mortali-
ty. This is consistent with earlier findings
from West Germany, which suggested a

period of about 2 weeks for this effect. The
term is not significant, but the effect of the
difference between the 95% quantile and
5% quantile of SO2, which increases mor-

tality on average by 10% (see above) and
can be modified from 8% to 12%, com-

paring days with a high mortality in the
previous 15 days (about 12 deaths average)
to days with low previous mortality (about
4 deaths average). Although not signifi-
cant, the size of effect modification is
noticeable and in agreement with the har-
vesting effect as described earlier. For a list
of regression results, see Table 5.

Finally, the available data on suspended
particulate matter (SP) was checked for its
influence. Again, a model with all known
data and fitting the interaction with SP
availability was used because this makes
controlling for other influences more reli-
able in the generally noisy data. The esti-
mate of the SP parameter is only based on

data from 1988 to 1989, collected on

Mondays through Thursdays. For SP, no

lagged effect could be observed; a log
transform fits marginally better than a lin-
ear one, so it was chosen to make compara-

bility with S02 easier. The parameter is
0.0631 (p value significant at 0.03). For
an increase from 15 pg/m3 to 331 pg/m3
(5% quantile versus 95% quantile), this
means an RR of 1.22 (Table 4).

Effect modification via the harvesting
effect was much stronger for SP than for
SO2 although it was still not significant.
The modification of the effect of 331
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ly steeper parameters for October and
February through April, but the difference
between months is far from being signifi-
cant [comparing parameters for August
(lowest) and April (highest) is not signifi-
cant at p = 0.11), see Table 4]. This kind of
monthwise regression also stands for an
analysis that has been proposed in other
papers: breaking the data down by pollu-
tion-level categories. We prefer this month-
wise interaction procedure because the
effect is checked on comparable, continu-
ous days under identical control for possi-
ble confounders.

To check the consistency of results over
years, the regression was refitted with
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Figure 2. Exposure-response curve for daily mortality (t) depending on log (SO2 daily mean) (t-2) and log
(SO2 daily max) (t-2). The response is expressed as relative risk compared to the respective 5% quantiles
of S02' For some values a 95% confidence interval is shown. The large same-day effect on days with S02
. 3000 pg/m3 is shown as part of the curve on a different scale.

pg/mi3 versus 15 pg/mi3 SP by days in
1988-89 with low previous mortality (five
deaths) as compared to high previous mor-
tality (9 deaths) is considerable: the effect
changes from + 27% to + 14% (Table 5).

A two-pollutant model and fair com-
parison of S02 and SP could only be cal-
culated for 1988-89. The SO2 effect alone
is much smaller (parameter 0.0112, p =
0.53) than for the whole period. In a two-
pollutant model, the parameter for SO2 is
reduced to close to zero (p = 0.79), while
the particulate parameter decreases slightly.
There may be some collinearity problems
here, but there is certainly no interaction.

In earlier years SO2 does seem to act as a
proxy for particulates (Table 4).

Discussion
Modeling the mortality experience of the
population in Erfurt from 1980 to 1989,
we find a significant increase of daily
deaths with log(SO2) with a lag of 2 days,
bearing in mind that the daily means for
SO2 were not defined midnight-midnight
but shifted by 7 hr. The order of magni-
tude is relatively small (+10%) if compar-
ing the 95% quantile (929 pg/m3) to the
5% quantile (23 pg/mi3). This is about the
same order of magnitude we find for mete-

Table 5. Regression results for harvesting effect modification of pollution variable parameters after
adjustment for trend, season, influenza epidemics, and meteorology
Influence on 95% quantile
mortality" Parameter B p vs 5%-quantilec RRd
Harvesting effect modffication
of SOZ 198089 d
Harvesting factor -0.0011 0.50
log(SO2 daily mean) (t-2) 929 vs 23 pg/m3
When mortality Low = 4.3e 1.12
previous 15 days Average = 6.6e 1.10

High =1 1.7e 1.08
Harvesting effect modification
of SP 19889
Harvesting factorf -0.0095 0.10
log(SP daily mean) (t 331 vs 15 pg/m3
When mortality Low = 4.59 1.27
previous 15 days Average = 6.39 1.22

High = 8.79 1.14

'Same day for SP, 2 days lag for S02.
bFor continuous influences the RR denotes the ratio of mortality during high exposure (95% quantile) ver-
sus low exposure (5% quantile). The respective values are given.
CRR denotes the ratio of mortality expected by a change in the influence as indicated.
dParameter for term log(SO2)(t-2)*mean(mortality(t-l...t-15)). The p-value gives the test for this term.
eLowest/highest observed numbers of deaths in previous 15 days of 1980-89 were 4.3 and 11.7, respec-
tively; mean number of deaths is 6.6.
fParameter for term log(SP)(O*mean[mortality(t-l...t-15)J.
gLowest/highest observed numbers of deaths in previous 15 days of 1988-89 were 4.5 and 8.7, respective-
ly; mean number of deaths is 6.3.

orology and smaller than the effect of the
influenza epidemics. The lagged logarith-
mic effect is fairly consistent over seasons
and thus over the range of pollution as well
as over the years. There are hints of a large,
significant same-day effect for days with
S02 2 3000 pg/m3. The inference for this
is based on only 4 days in January 1982
with 52 deaths instead of the expected 28,
so this might as well be chance.

What few particulate data were avail-
able showed an effect with a larger order of
magnitude. In a two-pollutant model, sus-
pended particulates lost little of their
effect, while SO2, whose effect in 1988-89
was not very strong anyway, was reduced
to close to zero. This result, which has
been found in several previous studies (see
below), is even more surprising considering
the small quantity and possibly poor quali-
ty of the particulate data.

It is difficult to speculate on the kind
of biological mechanism behind findings
of such an associative nature. Certainly
SO2 or suspended particulates do not cause
deaths in the sense of acute toxicity, but
they may in some cases lead to the extra
stress that causes the death of a moribund
person on a certain day, instead of slightly
later, and in some cases lead to the death of
a seriously ill person who would otherwise
have recovered (3). In agreement with this,
a small harvesting effect could be shown to
modify the effect of air pollution: high
mortality about 2 weeks before an air pol-
lution episode would lead to a smaller
effect. While we can thus model a short-
term harvesting effect, the logarithmic rela-
tionship points also to a possible long-term
harvesting mechanism that presents itself
as an adaptation of the population to high
levels of air pollution.

Another explanation for the overall rel-
atively small effect in spite of high concen-
trations and the logarithmic shape of the
dose-response curve may be the relation-
ship of the proxy S02 to the actual agent.
One candidate is acid aerosols, of which
S02 is an important precursor. Acid
aerosols have been discussed previously as a
possible cause of health effects (6). Current
measurements of acid aerosols in the Erfurt
area show surprisingly small amounts of
acidity as compared to the amounts of
S02, possibly due to meteorological mech-
anisms or neutralization.

Comparisons withWHO LOEL
and Other Studies
The WHO air quality guidelines for
Europe 1987 (30) list a daily mean of 500
pg/m3 SO2 or British smoke (BS) as the
lowest observed effect level (LOEL) for
excess mortality. BS is known to underesti-
mate SP by a relatively large amount (31),
especially in smog situations, and very like-
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Table 6. Excess mortality by WHO standards (30)
Period Category (pg/mr3) Days % Excess mortalitya
1980-89 SO2b < 500 2752 0.0

S02 500 616 -0.1

1988-89c S02< 500 and SP < 500 260 -1.1
S02 2 500 26 6.7
SP2500 9 8.8
S02>500 and SP 2 500 5 27.4

WHO LOEL (lowest-observed effect level) for excess mortality for 24-hr mean exposure: 500 pg/m3 SO2 or
500 pg/M3 British smoke (BS). It is not possible to determine suspended particulates (SP) from BS, except
that BS is usually much lower than SP.
"Observed mortality compared to expected mortality from the model including all influences except pollu-
tion variables (i.e., trend, season, influenza epidemics, and meteorology).
bSO2 always from 2 days before.
COnly days where both S02 and particulate data were available.

ly the SP values observed in this study do
not exceed this level. Still, 500 pg/m SP
may be a useful cutpoint for checking
effects in a way comparable to episode
studies. It is exceeded on less than 5% of
the study days in 1988-89. Table 6 shows
the percent increase in mortality by those
cutpoints. While there is little increase by
SO2, there is a clear increase in mortality
above 500 pg SP/m3 (9% premature mor-
tality), plus some more on the few days
with SO2 and SP increased jointly.

It is difficult to compare our results to
other studies because of the different
approaches chosen. But when some mini-
mum information is given (i.e., baseline
mortality, excess deaths, or a regression
parameter for a certain period or pollution
range), it is possible to estimate, albeit
sometimes roughly, the percent increase in
mortality for a period or pollutant range.

Brasser et al. (7) calculate the increase
in deaths during the 1952 London episode
as 72%. However, it is not quite clear how
the number of expected deaths was actually
determined, while excess deaths were
counted in for up to 11 days after the
episode. SO2 and BS reached values of
about 4000 pg/m3. Steiger et al. (16,17)
analyzed the 1962 Ruhr area episode with
the help of a graph and saw a clear in-
crease, which translates to a 13% increase
in mortality over a 5-day period plus 1 or 2
days afterwards, which is in agreement
with our analysis. What little was available
in terms of pollution data in these days
went up to 5000 pg/m3 SO2 and 2400
pg/mi TSP. A reanalysis of these data by
Wichmann et al. (19) comparing the
episode days to baseline mortality also
points to a general 13% increase, 19% in
the densely populated and highly industri-
alized Ruhr area.

During the 1985 episode, where SO2
reached a daily mean of 830 pg/m3 and
TSP of 600 pg/m3 in the Ruhr area, an 8%
increase was observed for the 5 smog-alert
days plus 2 following days. A linear regres-
sion pointed to a strongest effect at a 2-day

lag; 8% is about what this analysis' regres-
sion coefficient would have predicted (see
Fig. 2). A short period of unfavorable
weather about 10 days before the smog
episode made a harvesting effect observ-
able, as the mortality increase during smog
was stronger in areas where the impact of
this previous episode had been lower
(18,29).

The same episode analysis in Erfurt
shows no increase in mortality, but then,
the pollution during the 2 ?re-episode
weeks was about 1100 pg/mi and about
2% is what the regression coefficient
would predict for an 1100-2900 pg/m3
increase. This predicts less than one excess
death in a week, and is thus hardly observ-
able. This is further in agreement with the
logarithmic relationship between risk
increase and pollution.

The study in Leipzig, which included
the 1985 episode and two other 1980s
episodes where East German SO2 levels
probably reached about 3500 pg/m3,
showed a mortality increase of 10-25%
with 1-day lag, depending on how an
episode day was defined (23). This may be
overestimated as comparisons were made
to the sum of 1 week before and 1 week
after the episode. Another study (24) in
the Potsdam area (cardiovascular deaths
only) examined the episodes in 1985 and
1982. No pollution data are given and no
baseline pollution data. An increase of up
to 7% is observed, which may underesti-
mate the effect as the episodes defined each
cover a rather long 10- to 14-day period.

Larsen (2) did a meta-analysis of vari-
ous episodes in London and several U.S.
cities, regressing log excess deaths against
log pollution. He found a strong relation-
ship both with SO2 and particulates and
interprets the effect as a synergism. Results
are not expressible as percent increases.

The London data set (winters 1959-72
or subsets thereof) was analyzed by various
authors using various regression methods.
Mazumdar et al. (8) used a kind of "pre-
whitened" mostly univariate regression:

eliminating other sources of variation in
several steps first and doing the next step
with the residuals of the previous one. This
procedure may lead to overcorrection and
makes interpreting regression coefficients
difficult. It is not quite clear whether per-
cent increases obtained this way are com-
parable to those obtained by an episode
approach or a multivariate regression
including confounders in the model.
Mazumdar and co-workers (8) reported a
17% increase per 1000 pg/mi S02 in a
linear model. They repeated various of
their regressions split up by "event/non-
event days," and their tables show mostly
smaller regression coefficients for the
"event" days. In 1982, Mazumdar et al.
(13) analyzed the data among other varia-
tions separated by years; their tables show a
general increase in linear regression coeffi-
cients in later years, where pollution is
lower. For smoke, the relationship became
flatter as pollution increased and therefore
they used an additional square term and
predicted values peak at about the maxi-
mum observed particle value. This does
not work for SO2, although Mazumdar et
al. clearly saw the lack of fit for high SO2
values. "The result, however, is ambiguous
since the high pollution data set equation
predicts a mortality excess of 185% for the
peak SO2 day of the entire data set (SO2 =

3 33410 mg/m3 and smoke 1970 mg/mi3
when the actual response is little over 30%.
This value is predicted closely by dose
response curves based on (smoke)2 alone"
(13: 218). In a similar analysis of Pitts-
burgh data, 1972-77, Mazumdar and
Sussman (32 found no relationship with
SO2, some with COHs (coefficient of
haze), but do not give a range.

Ostro (15) checked the London data
set for a threshhold, which is hypothesized
to lie at 150 mg/mi3 SO2. He does not
confirm this hypotheses; his tables show
smaller coefficients for days with SO2 >
150 pg/m3 as compared to days with SO2
. 150 pg/in for 10 out of the 14 study
winters.

Schwartz and Marcus (9) analyzed the
London data set again with an epidemio-
logic multivariate model. They did not
find a threshold and found a better fit for a
root transform as compared to no transfor-
mation of the pollution variables, which is
similar in behavior to a log transform. BS
explains more variation than SO2, which is
reduced strongly in a two-pollutant model.
As far as this can be said, the regression
slopes found in London are somewhat
steeper for SO2 than in Erfurt and slightly
flatter for BS, which in turn is assumed to
have a logarithmic relationship with TSP.
A graph suggests a maximal increase in
deaths of about 30% for the whole range
of pollution.
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Another data set which has been ana-

lyzed multiple times is from New York,
1963-76, or subsets thereof. Schimmel
(12) and Schimmel and Greenburg (33),
using the "prewhitened" method men-
tioned above, found about + 0.5% per 100
pg/m3 S02, more for smoke shade (partic-
ulates), and Buechley et al. (34) come to
mostly the same conclusion. Variations of
these analyses (35) basically confirm these
results. A later analysis (36) finds no rela-
tionship with S02, and a weak one with
smoke shade.

Other analyses include slightly more
than 1 year in Hannover, Germany, in 1969
(10), where at a generally low pollution level
(no maximum given), + 8.8% per 100
pg/mi3 SO2 was found. This paper is inter-
esting as it is one of the few that try to
model the harvesting effect. It was included
via the mean of deaths of up to 7 previous
days as a confounder, and the regression
coefficient is small but negative, in agree-
ment with the hypothesis.

In an overview, Lipfert (5) reported a
relationship between log(excess deaths) and
log(pollution). The regression coefficients
are presented as between 0.6% and 5%
increase per 100 pg/mi3 particulates. Hat-
zakis et al. (11) analyzed data from Athens,
1975-82. The range of SO2 goes up to
about 500 pg/mi3; the linear coefficient
translates as + 2% per 100 pg/mi3 SO2.
Taking away more and more highly polluted
days leads to a zero re gression coefficient for
days below 150 p/in, which by the authors
is interpreted as a threshold.

Schwartz and Dockery (14,37,38) ana-
lyzed in three papers time series in Detroit,
Steubenville, Ohio, and Philadelphia. Each
of these emphasizes the importance of par-
ticulates over SO2, especially in two-pollu-
tant models. In its role as an indicator, SO2
alone usually shows a (often lagged) relation-
ship with mortality. The absolute values are
not very high. In Philadelphia, SO2 and TSP
go up to about 300 pg/m3. Per 100 units,
SP and SO2 lead to mortality increases of
7% and 5%; respectively.

Most of these studies are in agreement
with the results presented here. A linear rela-
tionship seems to fit the data only in studies
with a relatively low range of pollution.
Some analyses with a higher range report
that the relationship becomes flatter as pollu-
tion increases. Many early studies show this
in the tables, without the authors actually
mentioning it. Practically no study shows
more than a 20-30% increase of mortality
in relationship to any episode or height of
pollution, whereas extrapolating the linear
relationships given by some authors to the
amount of air pollution seen in Erfurt would
predict 100% or more. If the true relation-
ship is logarithmic, then the actual regression
coefficient calculated in studies which pOStU-

late a linear relationship would depend
mosdy on the observed pollution range. As
to the time component of the effect, there is
agreement insofar as no study reports lagged
effects of more than 2 days, and at least a 1-
day lag was seen by several. Only a few stud-
ies claim to see a threshold for the effect.
Ostro (15) and Schwartz and Marcus (9)
explicitly disagree with this; most studies,
induding ours, do not find an indicator.

In this study, the lack of overdispersion
and autocorrelation in the residuals of the
final model indicate a good fit of the model.
After fitting SO2, several variations and
refinements were checked. Remodeling
without meteorology made little difference
in the pollution parameters. Also, Table 4
gives no indication of systematic differences
in pollution parameters between years,
whether a meteorology correction was avail-
able or not. So meteorology may be an
important covariate, but it is not an impor-
tant confounder. Correcting only for annual
variation slightly increased the SO2 effect, so
the parameter given here is somewhat con-
servative.
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